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This paperaddresses some tife difficulties involved

in the automatic generation of image content
descriptors within aspecific domain of airborne
reconnaissance. The initiastages of thework
concentrated on the development/collation of a set of
feature detectors covering pointzofnerg, lines
(edges, ridggsandregions which operate on a variety
of image sensors (eg SPOTRLS - Infra-red
Linescan, dd5 - Russian satellite data)We also
consider the questions of combinisgveral feature
detectors to improvéheir performanceand reliability

on a wider variety of images’he descriptorsonce
generatecandrepresented in some suitalb@y could

be used foithe indexing, matching and searching as
well as retrieval ofdata in an image databadéhese
operations on the image database depend on a
fundamentally reliable detection stage. Bas reason
the initial objective ofour work wasnot to depend
purely upon just onalgorithm but to haveseveral
algorithms, the output of whiamaythen becombined

in a novelmanner into acomposite estimate of the
feature(s) that are required.

FEATURE DETECTION

Feature detectors usedtimis work currently cover the
detection of points (Smith (1))edges (Canny (2),
Smith (1)), ridges(Petrou (3))andregions such as
Fractal and Wavelet, (Xie (43nd PearBayes belief
Networks, (Ducksbury(5)). In this paper wewill
concentrate on the detection of regioasd their
subsequent representation in an image database.

Region Detection - Belief Network

The belief network is a directed acyclgraphwhich
was originally proposed tRearl (6) in the application
area of medical diagnosiBrevious work Ducksbury
(5) considered thaise of belief networks in image
processing fothe detection of urban regions IRLS
imagery together with the detection alriveable
regions in autonomougand vehicle imagery.This
paper contains the full derivation of the equations as
well as examples of parallel implementation. Other
work using the same technique bidr improved
target detection in airborne imagery described in
Ducksbury et al (7). The technique has now
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successfully beeapplied to images from thdifferent
image sensors mentioned above.

A Belief Network is an acycligraph anexample
being shown in figure 1. Here represents the causal
support from the incoming links A the diagnostic
support from the outgoing links a is a scaling
constant and?() is a conditional probabilitymatrix
which is essentially the prior knowledgehich relates
A withits immediate causes B,C an{l Ehebelief at
node A can be dervied as

BEL(A) = or: (A) Y H A B € Bhma( B (Q)m( B

The idea behind using theelief networkapproach for
region detection is one of combining multigeurces
of information in a network tstudy the changes in
beliefs for a set of events. this application the image
is decomposed into a set of smaihdowsand aset of
suitable statistical measures which giveome
indication of thetype oftexture within thewindow are
computed. The belief network is used to combine these
measures dr evidencg over multiple scales into a
belief that represents the content of the regibtere,
two scales proved sufficiembgether with three states
(low, medium and highfor the evidence variabl¢hat
represented the required region, the actnstivork
used being a simple causal tree, figure 2.

The priorknowledgeP() is a set of multi-dimensional
conditional probabilities which relate the inputs
(causal informatioh to the outputs of a givenode
within the graph. Aset of rulesare used which are
based orthe assumptiohat casual informatiorthat

is tightly clustered should naturally generathigher
belief than thatwhich is more dispersed. This is a
reasonable assumption since if we consider
segmentation of gray level imagetkien neighbouring
pixels from different regions which have intensity
values lying at either end diie graylevel spectrum
have low probability and for those that belong to
homogenous regions, high probability.

We have also used other techniques such as fractal and
wavelet approaches, which are now briefly described.



Region Detection - Fractal

The work on fractal analysis Xie (4) concentrated on
texture discriminatiomndassumeshattexture can be
modelled as fractalsa(reasonable assumption for the
type of imagery and application domain of inteyest
and discussesthe estimation of suitable fractal
parameters. A fractal haseveral properties, namely
irregular structuresand scale invariance of self
similarity of the structures over scale space
Examples of fractal sets could baow flakes, ferns,
coast lines etc. For a self-similar fractal a measure is
used calledhe fractal dimension. Thidoes however
only measurethe topological properties of a fractal
and research hashownthat two textures carhave
very different appearances even if they hélve same
fractal dimension.

Further discrimination can bachieved by using a
measure called the D-dimensional measure which is
equivalent to length, area aolume for 1, 2 or 3
dimensions respectively, Falcon@). This measure
being independent of dimension. Twerk developed

by Oxford consists of a multiscale analyalgorithm

for texture discrimination.

Region Detection - Wavelet

The wavelet analysis was also developed by &g

The work provides a detailed discussion wavelet
theory and application, also describing how this can be
extended tawo dimensions. A scheme wagveloped
that employsthe two dimensional local energy of the
wavelet transform for texture segmentation. The
approach basically consists of four stages as follows

Convolution of the image with a set of dilatwdvelets
to generate a set afaveletdetail images at given
orientations and scale.

Generation of a set of local energy images (which
removes phase dependency from the detail images).

inter-scale
localisation

Scale space fusion which includes
clustering (to minimise the spatial
problem) and inter orientation fusion.

Texture feature clustering and boundary detection.
FEATURE COMBINATION

One of thedifficulties that hasexisted in computer
vision is that researchers havead atendency to
concentrate on developing single algorithrag édge
and region detectojdor specifictypesof images. It is
only recently that papers are appearing witichsider
the questions of combinindetectors to improvéheir

performanceand reliability on a wider variety of
images.

Consideration was given to a varietyad§orithms for
combining feature detectors such as regions and
regions, ridges and edges as well as regionkedges.
Here we usethe Belief Network approach for
combination ofall three region algorithmsbélief
network, fractal, wavelgtinto a single composite
region. This iseffectivelyusing the same approach but
at a higher level of abstractior processing results of
algorithms rather than imaggsThis approach has
also been evaluated for combinirthe multiscale
output of thewaveletalgorithm into a single feature
image.

Figure 3 shows a featurenage resulting from the
combining of the three region finding algorithms, this
would then be thresholded prior to outline extraction.
The example shown in figure 4 is the result of the
most likely urban area located using tHedief network
(the intention here being for speed of location for a
‘focus of attention’ operation rather than a highly
accurate outling This outline can in fact be improved
considerably byutilising additionalevidence such as
thatobtained from a corner detector, Smith(Ihis is
understandable due to tlaect that corners will be
more tightly clustered around the urban areas.

The advantage of ouuse of the Belief Network
approach is that it is independent of dygplication
(eg. either combinindow level pixel level data or
higher level algorithmic daja

FEATURE REPRESENTATION

Once a region is obtaindtien there is théssue of
how torepresent its shape. We have chosen to use the
curvature scale space approach Mypkhtarian (9)
which provides avery conciserepresentation for
objects. Weinitially explored this approachfor the
representation abbjectssuch as aircrafand ships in

an image database, Ducksbury (10).

The technique requiresomeexplanation andor this
we refer to figure 6. For a givenbject (n this
illustration an aircraft linedrawing) the raw outline
is obtained as a simple (x,y) co-ordinate filewer
left). By iteratively convolvingthe (x,y) data with a
gaussian function, the outline will bguccessively
smoothed, this being shown along té# handside of
figure 6. This gaussianonvolution is repeated with
larger values of scale parameterat each iteration the
zero crossings of curvature dogatedand marked on

2 Aircraft outline data obtained byprocessing information
supplied by Janednformation Group, Brighton road,
Coulsdon, Surrey.



the u-o plane. The curvaturscale spaceqSS image
itself, as shown plots contour positionagainstscale
spaceo. If a line is drawn horizontallyacrossthis
image then this represerdemeparticular scale, the
points on this lineeffectively marking the zero
crossings ffoints of inflexioh on the object contour.
Hencethe first line near théottom has numerous
points gorresponding to the many small features on
the object whilst the next line hagist 6, whichmark
the three concavitiggwo major ones either side of the
rotor blades, one small oneelow the tail). The
iterative processterminates when no more zero
crossings aréocated éssentially no more concavities
are indicatedl and theobjecthasreduced to a convex
shape, illustrated at the top left of the figure.

From the curvaturecale space imaghe majorpeaks
arelocated. Thex,y) location of each peatarks the
concavities contour position and scale, it is these peaks
that areused aghe shape descriptidior subsequent
searchingHence forthe line drawing in figure 6 the
six largest peakare chosentypically therefore just a
handful of pairs of integers angsed to encode the
objects shape.

Figure 5 shows a curvature scale spiacage on the
left for the urban region outlingat isshown in figure
4, thisalso shows ornhe rightone of thesmoothed
outlines {n this case taken at scate= 2.0) together
with points of zero-crossing.

APPLICATIONS

The mainapplications of thisvork will be inthe area
of image databases. The amount of imaghat is
currently being collected is going to requa@me form

of automatic ¢r even just semi-automa}iprocessing
prior to insertion into an image database. It is
unreasonable to expect an operator to haveidw
each imageand to select thémage content even if
done via a graphical user interface.

From our research the curvatigeale space approach
could in principle be used as a meangitber search
for an image containing a particular shape of region or
to prevent multiple insertions of the same image into a
database.

Research is continuing into othéypes of feature
detectorsaandways ofcombining these to obtain more
accurate results.
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Figure 2: Causal Belief Network

Figure 3 : Combined feature image Figure 4 : Most likely urban area outline.
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Figure 5 : Left - Curvature scale space image;
Right - Outline representation at scale 2.0
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Figure 6: Curvature Scale Space Representation







