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1 Introduction

This work starts toaddress the difficultiemvolved in theautomatic generation d@fnage contentlescriptors.
These descriptors can be usedtf@ indexing, matching and searchingdafta in animage datakse. The
current stage of the woitkasconcentrated on the development/collation sktof feature detector®vering
points €orner9, lines edges, ridggsand regions which will operate on a variety of image sensorSEQT,

IRLS - Infra-red Linescandd5- Russian satellite data).

One of the difficulties that has existed in computer vision is that researchers have had a tendancy to concentrat
on developing single algorithmed edge and region detectpifer specific types images. It @nly recently

that papers areow appearingwhich consider the questions of combining detectors to improve their
performance and reliability on a wider variety of images.

All subsequentstages such as searching or matching of descriptiepend on a fundamentally reliable
detectionstage. For this reasahe initial objective ofour work was not todependpurely upon just one
algorithm but to have several algorithms which may then be combined into a composite estimate of the
feature(s) that are required.

2 Preprocessing

For somedetectors it may be desirable to preprocess the imagery toofit@oiseprior to the main feature
detection stage. The two filtering algorithms that we describe in this section are adaptive morphologggdWu
the SUSAN smoothing filter, Smith

2.1 Adaptive Morphology

Mathematical Morphology is a non-linear filtering technique which the operationsare set-to-set
transformations of an image by a structuring element. The operations of oposigr( followed by dilatign
and closing dilation followed by erosignareidempotent however thearenot very good at preservingage
structure. The operatiomseserveparts ofimagestructures thatthe structuringelementboundary can reach
but destroy those parts that it cannot reach.

Adaptive morphologyasthe advantage of smoothing the image yet preseimipgrtant structuravithin the
image and retaining thproperty ofidempotency fsing two or more structuring elements in sequence,
regardless of order is identical to just using the largest structuring elgmiénte imagine agray level
intensity image as aurface in3-dimensions then in adaptive morphology sh@pe of a structuringlement
can alter in anyirection toadapt tothe imagesurface.However it may not growpward ordownward or
shrink into its original shape.

For adaptiveopening, thestructuringelement is movedinder the imagesurface and can stretch itself to fit
spatial cornerswithin the surface.However if apart of the imagesurface is smaller thatihe structuring
element therthat part ofthe imagesurfacewill be removed(as the structuring element cannot shrink into
itself). Adaptive closing is the dual of adaptive opening. Result of these opeet@mmwn at the end of the
next section.
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2.2 SUSAN smaoothing filter

The SUSAN (Smallest UnivaluBegment Assimilating Nucleus) smoothimgiSe reductiopfilter preserves
imagestructure byonly applying the smoothingperator over ajiven pixels neighbourshat form part of a
homogenous region. Homogenous regions being taken here asfahagkich pixel valuesare ¢oughly)

similar, these regionseing refered to as USAN’s (Univalue Segment Assimilatingleus). The filter works
by forming the average ovail the pixelswhich fall within the USANbut not those outsidé. As a direct

result of this the fundamental image structure should remain unaltered.

The figures below illustrate the results of filtering the raw im&f@,(with the adaptive morphology using the
mean of a close-open and an open-close (COMOE¢) and with the SUSAN smoothing filteright).

The figures belovillustrates anotheexample of the adaptive morphologytiis casebeing ship detection in
SPOTimagery, the requirememtas to filter outthe bright peaks on the decks of the ship# ¢ raw imagé
but not to destroy the fundamental shapewasild tend to happen ibasic morphology fight - processed

image.

3 Feature Detection

The feature detectors used cover theection of points, lines and regions. Point detection (Sméitige
detection (Canry Smittf), ridge detection (Petrfy region detectorsuch as Fractalind WaveletXie®) and
Pearl Bayeshelie) Networks (Ducksbufy).

3.1 Paint (corner) Detection

The SUSAN corner detector is a different option of the same suite of softwaesaentionedoreviously for
the smoothing filtergnd will be mentioned again for edge/line detegtidine detector makes no assumptions
about localimage structure around a&vell localisedpoint. It alsodoes not lookfor ‘points of interest’. It
analyses different regions separately, using direct local measurements to locateaeasdividual region
boundaries havkigh curvature ig finds corners formed by single regipnBorjunctions involving more than
two regions such as ‘T’ junctions, more than one region may contribute to the detection of the ‘corner’.



The detector operates by placing the kernal ovegiveen pixel

and computing the USAN which is then used to generate a
corner strength imagprior to testing for false positivedlon-
maximal suppression is used for localisatiorthaf corner. The
figure on the right showsaf enlarged sectignthe result of
applying the corner detection to a dd5 image coverincatba
around Plymouth docks.

3.2 Edge Detection - Canny

Canny developed a detectiaand localisation criteria for a class edgesHis edgedetector relies upon the
first derivative of a gaussian and f®ted as being almost identical to théd Marr-HildretH operator.
However in two dimensions the directiomabperties of his detect@nhancets detection and localisation
when compared with the Laplacian used by Marr-Hildreth. The Marr-Hildtetthnique does not require
thresholding but this can be advantageous for a first derivative operator.

After applying a convolution of an image with thest derivative of agaussiannon-maximal suppression is
applied prior to a hysteresis threshold tracking stage. In addition to this standard algorithm eansideecd
an additional stage. Here for each ‘acceptabiigie, compute thetio of the number of pixels in thedge to
the number of line segmentebtainedfrom a recursive linear approximatiprthat would be required to
represent thedge to some given degreeamfcuracy. This ratio catien be described assart of ‘fractal’
descriminent for removing small unwanted ‘wriggly’ edges.

3.3 Edge Detection - SUSAN

The SUSANedgedetectof is a different option of the same suite of softwaréasmentionedpreviously for
the smoothing filter and corner detection. The detemperates by placing the kernal ovegigen pixel and
computing the USAN which is then used to generate a corner strength image. Mafoelattions ar¢hen
applied to the USAN in order to obtaguigedirection. Finally non-maximal suppressighinning andsub-
pixel estimation, are applied.

3.4 Ridge Detection - Petrou

Most edgedetectorshat have been developette based arounithe assumption of detectirsjepedges and
have been optimised withis goal inmind. The work byPetrou ¢n aprevious DTI-IED (1936) projekt
presents a theory fahe development of optimal convolutidiiters for the identification of wide linear
features, suclas, roads, canalshedgesand rivers.Undoubtedly conventional edgketectorsthat have been
optimisedfor stepedge detection will yield somesponse upon encounteriwigle linear structuredut this is
unlikely to be as good as from an purposely designed filter.

3.5 Region Detection - Belief Networks

The idea behind the belief netwakproach i®ne of combining multiplsources of information in aetwork

to study the changes in beliéés a set of events. Thdeawasoriginally proposed by Peéiin the application

area ofmedical diagnosis. Previous workRA Malverrf had considered the use of belief networksriage
processing for the detection of urban regions in IRLS imagery, followed by the detection of driveable regions in
autonomous landvehicle imagery.This work proved successfuit (was also demonstrated as having
considerable parallel processing potenfiahd hadeenreassessed for all thré@mage types chosdor this

project.

The idea behind thase of belief networks in this application isdecompose the image intosat of small
windows (ypically 8x8 or 16x16 pixelsand then to computeset of suitable statistical measuvesich give



some indication of theype of texture in thevindow. The belief network is a directed acydi@phwhich is
then used to combine theseasures over multi-scale into a betiedt representhe content of the region. In
this work, two scalesvhere used and thregtates Ipow, medium and highfor the belief variablethat
represented the required region.

Prior knowledge isrequired in terms of a set of fixedulti-dimensional conditional probabilitieshich relate

the inputs ¢ausal informatiopto theoutputs of agiven node within thgraph. A set of ruleshere developed
which follow similar lines to those used byewjver’ for his work onsegmentation using Markov Models.
They are based othe assumptiothat casuainformationthat istightly clustered should naturally generate a
higher beliefthan thatwhich is more dispersedlhis is a reasonable assumptisimce if we consider
segmentation of gralevel imagery, then neighbouring pixels from different regions which have intensity
valueslying at either end of thgray level spectrum havdow probability and for thosehat belong to
homogenous regions, high probability.

3.6 Region Detection - Fractal

The work onfractal analysis Xie concentrated on texture discrimination and assuimastexture can be
modelled adractals & reasonable assumption for the type of imagery and application domain of interest
and discusses the estimation of suitable fractal parameters.

A fractal hasseveral propertie:yamelyirregular structures and scale invarianoe gelf similarity of the
structures over scale spgcdxamples ofractal setxould be snow flakeserns, coaslines etc. For aself-
similar fractal ameasure is used called thiactal dimension.This does however only measure the topological
properties of a fractal and research Baswnthattwo textures can have very differemppearancesven if
they have the same fractal dimension.

Further discrimination can beachieved by using a measure called the D-dimensional measure which is
equivalent to lengtharea orvolumefor 1, 2 or 3dimensions respectively (Falcot®r This measuréeing
independent of dimensiofhe work developed byOxford consists of a multiscale analysis algorithm for
texture discrimination.

3.7 Region Detection - Wavelet

The wavelet analysiwas alsodeveloped by Xig The work provides a detailed discussion on wavelet theory
and application, also describitgw this can beextended to two dimensions. A schewmas developedthat
employs the two dimensional local energy of the wavelet transform for texture segmentation.

The approach basically consists of four stages as follows

Convolution of the image with a set of dilated wavelets to generate a set of wavelet detail images at
given orientations and scale.

Generation of a set of local energy images (which removes phase dependency from the detail images).

Scale space fusion which includes inter-scale clustering (to minimise the spatial localisation problem)
and inter orientation fusion.

Texture feature clustering and boundary detection.

4 Feature Combination

Some initial workwas carried ouinto using the Belief Networkpproach focombination of all threeegion
algorithms belief network, fractalyavele} into a single composite region, as shown in the figure directly



below. This is effectively using the samapproach but at digher level ofabstraction i€ processing
algorithms rather than imaggsThis approach has albeen evaluatefbr combining the multiscaleutput of
the wavelet algorithm into a single feature imége row - wavelet scalespace output, bottom - combined

image.

5 Conclusions

The work described in thisaper consists of a fairlgomprehensiveet of feature detectorvering points,
lines and regions together with related utiliiesfiltering (although only one point detector is currently used
the structure is such that other algorithms can readily be incorporatés algorithms have adeen shown
to producegoodresults on the three classesimhge type $POT, IRLS, dgxhat arebeing considered. This

t Outline is the result of combining the three surface images, no postprocessing on result outline



set of algorithmswill form the baselinefor future work onthe project. The algorithms have &éen
incorporated into the first version of a demonstrator which runs on a Sun Unix Sparc 20 (Solaris 2.4) platform.

The future work falls into a number of distinct categorignely, continuation with efforts into feature
detection, confidencmeasures, combination of feature detectors both singéitaefge with edge, edge with
region) and dissimilar €g region with edge region competitioht , shape representation and finally the
problem of matching.
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